
 

International Journal of Industrial Engineering & Production Research December 2024 Vol. 35, No. 4: 1-11 

DOI: 10.22068/ijiepr.35.4.2141 
 

 

 
 

Optimization of Hand Gesture Object Detection Using Fine-Tuning 

Techniques on an Integrated Service of Smart Robot 
 

Faikul Umam1*, Hanifudin Sukri2, Ach Dafid3, Firman Maolana4 & Mycel Natalis 

Stopper Ndruru5 
 
Received 10 Aguste 2024; Revised 25 September 2024; Accepted 1 November 2024;   

© Iran University of Science and Technology 2024 

 

ABSTRACT 

Robots are one of the testbeds that can be used as objects for the application of intelligent systems in the 

current era of Industry 4.0. With such systems, robots can interact with humans through perception 

(sensors) like cameras. Through this interaction, it is expected that robots can assist humans in providing 

reliable and efficient service improvements. In this research, the robot collects data from the camera, 

which is then processed using a Convolutional Neural Network (CNN). This approach is based on the 

adaptive nature of CNN in recognizing visuals captured by the camera. In its application, the robot used 

in this research is a humanoid model named Robolater, commonly known as the Integrated Service 

Robot. The fundamental reason for using a humanoid robot model is to enhance human-robot 

interaction, aiming to achieve better efficiency, reliability, and quality. The research begins with the 

implementation of hardware and software so that the robot can recognize human movements through 

the camera sensor. The robot is trained to recognize hand gestures using the Convolutional Neural 

Network method, where the deep learning algorithm, as a supervised type, can recognize movements 

through visual inputs. At this stage, the robot is trained with various weights, backbones, and detectors. 

The results of this study show that the F-T Last Half technique exhibits more stable performance 

compared to other techniques, especially with larger input scales (640×644). The model using this 

technique achieved a mAP of 91.6%, with a precision of 84.6%, and a recall of 80.6%. 
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1. Introduction1 

In the era of Industry 4.0, technology is rapidly 
evolving, and the need for intelligent automation 

is increasing. Higher education institutions face 

challenges in providing high-quality and efficient 

services to the academic community and the 
public at large [1], [2].One way to improve these 

services is by utilizing robotics technology that 

can interact with humans more intuitively. One 
such technology is Hand Gesture Detection. The 

use of robots has great potential to enhance 

efficiency in various aspects of service provision 

in higher education institutions, such as academic 
services, general services, student services, and 

other administrative services. 

The Convolutional Neural Network (CNN) 
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approach has proven capable of processing and 

understanding images efficiently, enabling hand 

gesture recognition with high accuracy [3], [4], 
[5], [6][7], [8], [9]. Using CNN, the system can be 

trained to recognize various hand gestures 

commonly used in human interaction, such as 

raising a hand to ask a question, giving signals, or 
pointing directions [10], [11], [12], [13], [14], 

[15], [16]. The CNN approach has been previously 

implemented in our research, including body 
movement detection with 92% accuracy and fish 

species detection [17], [18], [19], [20], [21], [22], 

[23]. The relevance to this research lies in 
developing a system that allows the robot to 

interact effectively with humans, in line to 

improve services at higher education institutions. 
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Although hand gesture recognition technology has 

existed before, many systems still use 
conventional approaches that have limitations in 

terms of accuracy and response speed. This 

research aims to address that gap by implementing 
the CNN approach. In this study, CNN will be 

implemented on an Integrated Service Robot 

named Robolater. This robot will recognize and 

process all gestures conveyed by visitors through 
a camera sensor. The camera sensor’s detection 

results will be processed by the intelligent system 

embedded in the robot. 
Thus, the integrated smart service robot system 

can respond appropriately to commands or needs 

conveyed by users through hand gestures [24], 
[25], thereby enhancing efficiency and 

convenience in various activities related to 

services within the university environment." 

2. Methods 
The design of the Robolater was carried out using 

fiber material. This robot is equipped with several 

main components, including a monitor screen for 

visual display, a microcontroller to control the 
system, and speakers for audio output that deliver 

the provided services. Once the robot was 

designed and built, as shown in the robot part 
design in Figure 1, the next step was to calibrate 

each sensor, such as the servo and camera. This 

calibration process ensures that every component 
functions according to its initial purpose. Figure 2 

shows the circuit used in this research, where the 

Raspberry Pi is connected to several servos, 

sensors, and other modules that support the overall 
functionality of the system.

 

 
Fig. 1. Design of each part of robolater 

 

 
Fig. 2. Robolater electronics circuit 

 

2.1.  Convolutional neural network 

approach 
Deep learning is a sub-field of artificial 

intelligence that involves self-learning from data. 
This sub-field has seen massive growth [26]. 

Through the integrated service robot, used as a 

tool to improve integrated services for the 
academic community, as illustrated in Figure 1, a 

camera is used for vision detection to capture 

visuals from the surrounding environment. The 

camera also functions as the main perception 
device in this system, with its visual data being 

utilized as training data so that the dataset results 

can meet the values of the confusion matrix and be 
used as weights in the CNN method. After 

recognizing various gestures through visuals, 

Robolater is expected to operate optimally. 
In detection using CNN architecture, the process 
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is divided into three primary segments: backbone, 
neck, and head, which are interpreted in Figure 5. 

In the head segment, YOLO-v5 is used as the main 

detection algorithm. In the backbone, Darknet is 

utilized, which implements the Cross Stage Partial 
(CSP) strategy, similar to what is applied in 

YOLOv4 [27]. Furthermore, Spatial Pyramid 

Pooling (SPP) functions to gather information 
from the camera and produce outputs with 

consistent values. To achieve more optimal 

results, this study uses several backbones, 
including CSPDarkNet53, CSPResNeXt-50, and 

EfficientNet-B0. All of the backbones used share 

the similarity of applying CSP. 

Fine-tuning weights on YOLO is a crucial step for 

hand gesture detection due to its ability to adapt 
pre-trained weights to recognize specific objects, 

such as hand detection and classification [28].  By 

fine-tuning YOLO, researchers can optimize 

detection accuracy and processing speed, as 
demonstrated by the results achieved with 

YOLOv7 and its variations across different 

datasets [29], [30]. Additionally, the combination 
of robotic data collection through synthetic 

methods to train YOLOv5x detectors highlights 

the importance of efficient fine-tuning techniques 
in achieving performance, further supporting the 

usefulness of fine-tuning for accurate detection 

[31], [32], [33], [34].

 

 
Fig. 3. CNN architecture used 

 

A common limitation of cameras is their 

insensitivity to changes in light intensity, which 
can reduce their performance in recognizing 

movements [35]. As an alternative to address this 

shortcoming, the environment and light intensity 

will be set to a fixed value by adjusting the room 
where the robot will operate, as done in previous 

research [36]. By setting the light intensity to a 

static value, the performance of deep learning will 
not experience significant fluctuations in the 

confusion matrix values. Another obstacle is the 

unreliability of cameras in calculating the distance 

between the sensor and the object. A 2D camera 
cannot overcome this issue, resulting in a lack of 

necessary depth information [37]. To minimize 

this, a dataset will be collected with various 

gestures and objects of different sizes. A diverse 
and rich set of objects has an impact on the 

accuracy level of object detection, which can be 

measured through the confusion matrix [38]. The 
deep learning concept in this research uses CNN 

architecture, which is closely related to the 
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processing of grid-like data, such as images [39]. 

The complexity of an image can be decomposed 
into data, allowing the visuals within it to be 

recognized. CNN is also a subfield of machine 

learning using supervised learning techniques. 
Multiclass detection requires training data rich in 

features. By fulfilling this aspect, the accuracy of 

visual detection can be reliably achieved, as seen 

in previous research [40]. 
As with any system, output is required as the final 

result of the deep learning process. This study 

proposes using speakers as output to provide 

information to users interacting with the Integrated 
Service Robot. The sound produced by the speaker 

consists of information regarding services 

available at the university, which have been 
arranged similarly to typical university services. 

This robot is expected to improve services at the 

university through the intelligent media embedded 

within it. The schematic diagram of Robolater 
consists of input, process, and output, which will 

be fundamentally illustrated in Figure 4.

 

 
Fig. 4. Integrated service robot process flowfine-tuning 

 

The following section introduces several fine-
tuning procedures along with partial F-T (Fine-

Tuning) strategies to transfer a set of learned 

features from the base-task and apply them to the 

target-task, as shown in Figure 5. This process 
involves three main concepts: base-task, target-

task, and transfer or fine-tuning. In the base-task 

illustrated in Figure 5, the base-dataset 

(𝐵𝑑𝑎𝑡𝑎𝑠𝑒𝑡) is trained using the base-network 

(𝑛𝑒𝑡𝑤o𝑟𝑘B) to complete the base-task (𝑡𝑎𝑠𝑘B). 

Meanwhile, in the target-task depicted in Figure 5, 

the target-dataset (𝑑𝑎𝑡𝑎𝑠𝑒𝑡T) is trained with the 

target-network (𝑛𝑒𝑡𝑤o𝑟𝑘T) to complete the 

target-task (𝑡𝑎𝑠𝑘T). In the fine-tuning process, the 

features in the form of weight parameters from 

(𝑛𝑒𝑡𝑤o𝑟𝑘B) are transferred from the pre-trained 

model to improve the performance of 𝑛𝑒𝑡𝑤o𝑟𝑘T 

on the new task 𝑡𝑎𝑠𝑘T, under the assumption that 

𝑑𝑎𝑡𝑎𝑠𝑒𝑡B ≠ 𝑑𝑎𝑡𝑎𝑠𝑒𝑡T or 𝑡𝑎𝑠𝑘B ≠ 𝑡𝑎𝑠𝑘T.

 

 
Fig. 5. Fine-tuning strategy architecture 
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In 𝑛𝑒𝑡𝑤o𝑟𝑘B, we used the YOLOv8 model pre-

trained on the COCO base-dataset [41] for the 

base-task 𝑡𝑎𝑠𝑘B. YOLOv8 consists of 5 separate 

blocks labeled 𝐵1−5. After that, fine-tuning was 

performed on 𝑛𝑒𝑡𝑤o𝑟𝑘T by training it with the 

custom target-dataset to complete the target-task 

of hand gesture detection. The details of each fine-
tuning strategy, including the spatial fine-tuning 

strategies (F-T Half and F-T Last Half) we 

proposed, are shown in Figure 5. Here’s the 
explanation: 

• Unfrozen fine-tuning (F-T Unfrozen): 

transfers features from the previously trained 

𝑛𝑒𝑡𝑤o𝑟𝑘B to 𝑛𝑒𝑡𝑤o𝑟𝑘T, where the 

parameters in 𝐵1−5 are randomly initialized 

when trained with 𝑑𝑎𝑡𝑎𝑠𝑒𝑡T for a specific 

task. More detailed explanations can be found 
in Figure 5. 

• Frozen fine-tuning (F-T Frozen): transfers 

features from 𝑛𝑒𝑡𝑤o𝑟𝑘B to 𝑛𝑒𝑡𝑤o𝑟𝑘T with 

𝐵1−5 frozen, meaning no parameter changes 

occur in 𝑛𝑒𝑡𝑤o𝑟𝑘T during training with 

𝑑𝑎𝑡𝑎𝑠𝑒𝑡T. Detailed explanations are available 

in Figure 5. 
• Half fine-tuning (F-T Half): transfers features 

from 𝑛𝑒𝑡𝑤o𝑟𝑘B to 𝑛𝑒𝑡𝑤o𝑟𝑘T with 𝐵1−3 

frozen, while 𝐵4−5 are randomly initialized 

and updated during training. Details can be 
found in Figure 5. 

• Last half fine-tuning (F-T Last Half): the 

opposite of F-T Half, where 𝐵4−5 are frozen, 

and 𝐵1−3 are randomly initialized, with 

parameter updates only occurring in 𝐵1−3 

during training. More detailed explanations 

are provided in Figure 5. 
 

3. Result and Discussion  

3.1. Experimental result 

A. Dataset 
To validate the effectiveness of the fine-tuning 
strategy, we used a self-collected dataset [41]. 

This self-created dataset consists of six class 

categories: (one finger, two fingers, three fingers, 

four fingers, five fingers, and zero fingers) with a 
total of 250 images, 150 for training, 25 for 

validation, and 75 for testing. For all fine-tuning 

techniques in this research, we trained them on the 
self-collected dataset and evaluated them using the 

validation set. 
 

 

 

B. Evaluation matrices 
To evaluate each fine-tuning strategy, we used 
several relevant parameters [51], including 

precision (P), recall (R), average precision (AP), 

and mean average precision (mAP). The mAP 

measurement was conducted by setting a threshold 
of 0.5 for intersection over union (IoU). The 

details of each parameter are explained in points 

(1)-(4), where (1) explains P, (2) explains R, (3) 
explains AP, and (4) explains mAP. 
 

 
 

Based on points (1) and (2), true positive (TP) 
refers to correct detections based on the bounding 

box of the ground truth, false positive (FP) refers 

to detected objects that do not match, and false 
negative (FN) refers to instances where the ground 

truth bounding box is not detected. AP is the 

average value of P and R, as explained in (3), 

where 𝑃(�̃�) represents P calculated at R. mAP is 
the average of AP for all class categories in the 

dataset, serving as a metric to assess object 

detection accuracy. In (4), 𝐴𝑃𝑖 refers to the AP for 

class 𝑖, and 𝑁 is the total number of evaluated 

classes. 
 

3.2.Experimental details 
In this study, a pre-trained model based on 

YOLOv8 [41] was used as the backbone, and 

processing was done using a custom dataset 
designed to detect several gestures divided into six 

classes. Feature transfer from the pre-trained 

model to each technique, such as fine-tuning: F-T, 

Unfrozen F-T, Frozen F-T Half, and F-T Last 
Half, was performed. After determining the fine-

tuning technique, each of these techniques was 

applied to the specified dataset [41] as the object 
detection task on the device. During the training 

phase, we used stochastic gradient descent for 

optimization with a momentum of 0.8, a batch size 
of 16, a learning rate of 0.015, and 250 training 

epochs with an input size of 640×640 pixels. The 

framework for training and validation was 

PyTorch using a Tesla T4 GPU, while real-time 
detection was carried out using hardware with the 

following specifications: Intel Core i5 10300H 

CPU @ 2.50GHz, 16 GB RAM, and NVIDIA 
GeForce GTX 1650.
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3.3.Result  

Tab. 1. Differences in fine-tuning techniques 
Training Input Size Precision Recall mAP@50 

F-T Traditional 640x640 67.4 65.4 65.4 

F-T Unfrozen 640x641 91.8 83.6 83.2 

F-T Frozen 640x642 74 75.4 72.4 

F-T Half 640x643 80.4 75 73 

F-T Last Half 640x644 84.6 80.6 91.6 

 

A. Analysis of different scales 
To obtain more in-depth and robust analysis 

results, each fine-tuning technique was evaluated 
with different input scales, namely 640×640, 

640×641, 640×642, 640×643, and 640×644, as 

explained in the previous table. Unfrozen F-T 

showed inferior results compared to several other 
techniques such as F-T Traditional, F-T Frozen, F-

T Half, and especially the F-T Last Half technique, 

with a 0.1% difference at scales 640x642 and 
640×640. 

However, at scales 640×644 and 640x643, the F-

T Last Half technique demonstrated superiority 
when compared to F-T Traditional, F-T Frozen, F-

T Half, and especially F-T Unfrozen, with a 0.5% 

difference at those two scales. These results show 
that F-T Unfrozen had a significantly higher value 

compared to F-T Last Half at smaller input scales. 

However, based on our experiments, the results 
from F-T Last Half were more stable with larger 

input pixels compared to F-T Unfrozen, F-T 

Traditional, F-T Common, and F-T Half. 
 

Analysis F-T last half 

 

 
Fig. 6. Results of training on the final round of FT fine-tuning values. 

 

In the results of the object detection model 

training, we observed a comparison between the 
validation and training values for three key 

metrics: box_loss, cls_loss, and dfl_loss. The 

box_loss on the validation data is 2.8, slightly 
higher than the training value of 2.3. This indicates 

that the model performed well in detecting 

bounding boxes during training but slightly 

declined on the validation data. This could be a 
sign of slight overfitting, where the model fits the 

training data better than the validation data. 

A larger gap is seen in cls_loss and dfl_loss. The 
validation cls_loss is 6.3, while the training value 

is lower at 4. This suggests that the model had 

more difficulty correctly classifying objects in the 

validation data. A similar pattern is observed with 
dfl_loss, where the validation value is 5.5, 

significantly higher than the training value of 2.6. 

These two metrics indicate that the model might 
not generalize well enough to new data, pointing 

to potential overfitting. 

Despite the gap in the validation metrics, the 

model's overall performance remains very strong. 
With a precision of 84.6, recall of 80.6, and mAP 

of 91.6, the model demonstrates strong 

capabilities in detecting and classifying objects 
accurately. The high precision means the model 

rarely makes false predictions on non-existent 
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objects, and the high recall indicates that the 
model successfully detects most of the objects 

present. The mAP of 91.6 also serves as an 

indicator that the model consistently produces 
high-quality predictions.

 

 
Fig. 7. Detection visualization 

 

3.4. Comparison with the state of novelty 
The discussion in this last section is to compare the 

proposed method, namely fine-tuning that we 

bring with the type of F-T Last Half along with 
several methods as a comparison, namely 

transformer-based [42] and YOLOv8-base[43]. 

The choice of using a comparison method in 
previous studies is because the technique detects 

the same thing and function to detect hand gestures 

from images, this makes the comparison possible 

considering that the detection of the same thing is 
done in our method and the previous method. The 

explanation in Table 2 below explains that the 
results of the fine-tuning carried out have a mAP 

value of 91.6% better than the value of the 

transformer-based method which has a value of 

73.8% and this also has a better value than the 
precision value of YOLOv8-base which has a 

value of 78.7%. In comparison, the method 

proposed by the researcher has a value of 84.6%. 
With these results, it can be said that the fine-

tuning method with the type of FT Last-Half 

proposed has advantages when compared to 
several results from previous studies [42], [43].

 

Tab. 2. Performance comparison with previous research 
No Model mAP@50 Precision Recall 

1 YOLOv8-base 73.1% 78.7% 75.3% 

2 Transformer-based 73.8% 86.2% 77.3% 

3 Ours 91.6% 84.6% 80.6% 

 

4. Conclusion  
The main conclusion of this study is that the F-T 

Last Half technique demonstrates more stable 

performance compared to other techniques, 

especially with larger input scales (640×644). The 
model using this technique achieved an mAP of 

91.6%, with a precision of 84.6% and a recall of 

80.6%. Although the model experienced slight 
overfitting on the validation data, its overall 

performance remained strong in detecting and 

classifying objects. This experiment shows that 

fine-tuning with the F-T Last Half technique 

provides the most optimal results in object 
detection using the YOLOv8 model on the hand 

gesture dataset employed. From this analysis, it is 

evident that input size affects the performance of 

each fine-tuning technique, with F-T Last Half 
delivering the most optimal results overall. This 

technique strikes a good balance between 

precision, recall, and mAP, particularly at larger 
input scales. 
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