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Abstract: A Data Grid connects a collection of geographically distributed computational 
and storage resources that enables users to share data and other resources. Data replication, 
a technique much discussed by Data Grid researchers in recent years creates multiple copies 
of file and places them in various locations to shorten file access times. In this paper, a 
dynamic data replication strategy, called Modified Dynamic Hierarchical Replication 
(MDHR) is proposed. This strategy is an enhanced version of Dynamic Hierarchical 
Replication (DHR). However, replication should be used wisely because the storage 
capacity of each Grid site is limited. Thus, it is important to design an effective strategy for 
the replication replacement task. MDHR replaces replicas based on the last time the replica 
was requested, number of access, and size of replica. It selects the best replica location 
from among the many replicas based on response time that can be determined by 
considering the data transfer time, the storage access latency, the replica requests that 
waiting in the storage queue, the distance between nodes and CPU process capability. 
Simulation results utilizing the OptorSim show MDHR achieves better performance overall 
than other strategies in terms of job execution time, effective network usage and storage 
usage. 
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1 Introduction1 
Millions of files will be generated from scientific 
applications and researchers around the world need 
access to the large data [1-6]. It is difficult and 
inefficient to store such huge amounts of data using a 
centralized storage. Grid technology is the best solution 
to this kind of problem. The main objective of the Grid 
Project is to provide sharing of computing and storage 
resources by users located in different part of the world. 
Grid can be divided as two parts, Computational Grid 
and Data Grid. Computational Grids are used for 
computationally intensive applications that require 
small amounts of data. But, Data Grids deals with the 
applications that require studying and analyzing massive 
data sets [7-10]. Replication technique is one of the 
major factors affecting the performance of Data Grids 
by replicating data in geographically distributed data 
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stores. There are three key issues in all the data 
replication algorithms as follows: 

• Replica selection: process of selecting replica 
among other copies that are spread across the 
Grid. 

• Replica placement: process of selecting a Grid 
site to place the replica. 

• Replica management: the process of creating or 
deleting replicas in Data Grid. 

Meanwhile, even though the memory and storage 
size of new computers are ever increasing, they are still 
not keeping up with the request of storing large number 
of data. The major challenge is a decision problem i.e. 
how many replicas should be created and where replicas 
should be stored. Hence methods needed to create 
replicas that increase availability without using 
unnecessary storage and bandwidth. In this work a 
novel dynamic data replication strategy, called Modified 
Dynamic Hierarchical Replication (MDHR) algorithm 
is proposed. This strategy is an enhanced version of 
Dynamic Hierarchical Replication strategy. According 
to the previous works, although DHR makes some 
improvements in some metrics of performance like 
mean job time, it shows some deficiencies. Replica 
selection and replica replacement strategies in DHR 
strategy are not very efficient. But MDHR algorithm 
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deletes files in two steps when free space is not enough 
for the new replica: First, it deletes those files with 
minimum time for transferring (i.e. only files that are 
exist in local LAN and local region). Second, if space is 
still insufficient then it uses three important factors into 
replacement decision: the last time the replica was 
requested, number of access, and file size of replica. 
The number of requests and the last time the replica was 
requested define an indication of the probability of 
requesting the replica again. It also improves access 
latency by selecting the best replica when various sites 
hold replicas. The proposed replica selection selects the 
best replica location from among the many replicas 
based on response time that can be determined by 
considering the data transfer time, the storage access 
latency, the replica requests that waiting in the storage 
queue, the distance between nodes and CPU process 
capability. The proposed algorithm is implemented by 
using a Data Grid simulator, OptorSim developed by 
European Data Grid project. The simulation results 
show that our proposed algorithm has better 
performance in comparison with other algorithms in 
terms of job execution time, effective network usage 
and storage resource usage. 

The rest of the paper is organized as follows: Section 
2 presents some examples motivating Data Grid use. In 
section 3 the classification of data replication strategies 
is briefly explained. Section 4 explains some advantages 
of data replication strategies. Section 5 gives an 
overview of pervious work on data replication in Data 
Grid. Section 6 presents the novel data replication 
strategy. We show and analyze the simulation results in 
section 7. Finally, section 8 concludes the paper and 
suggests some directions for future work. 
 
2 Motivation 

Nowadays large volume data are generated in many 
fields like scientific experiments and engineering 
applications. The distributed analysis of these amount 
data and their dissemination among researchers located 
over a wide geographical area needs important 
techniques such as Data Grid. 

For example, the high-energy physics experiment 
requires a lot of analyses on huge amounts of data sets. 
CERN is the world’s largest particle physics center [11]. 
The LHC (Large Hadron Collider) at CERN will start to 
work in 2007. The volume of data sets produced by the 
LHC is about 10 PB a year. CERN has used the Grid 
technique to solve this challenging huge data storage 
and computing problem. 

Climate models are important to find climate 
changes and they are improved after today’s models are 
completely analyzed [12]. Climate models require large 
computing capability and there are only a few sites 
world-wide that are appropriate for executing these 
models. Climate scientists are distributed all over the 
world and they test the model data. Now, model 
analysis is done by transferring the data of interest from 

the computer modeling site to the climate scientist’s 
organization for different post-simulation analysis tasks. 
The effective data distribution method is necessary to 
the climate science when the data volume is large. 

The Biomedical application field [13] wants to use 
the Grid to help the archiving of biological objects and 
medical images in distributed databases, 
communications between hospitals and medical 
organization and to present distributed access to the 
data. Hence, data movement is essential. The Earth 
observation application area investigates the nature of 
the planet’s surface and atmosphere. One application of 
Grid technique is for the analyzing and validation of 
ozone profiles. The processed data sets is scattered to 
other places worldwide. Use cases for Earth observation 
science applications are explained in more detail in Ref. 
[14]. 

The Human Genome Project [15] produces detailed 
genetic and physical maps of the human genome. The 
project requires advanced means of making novel 
scientific information widely available to researchers so 
that the results may be used for the public good. Data 
Grid project is funded by the European Union [16]. A 
Data Grid consists of a group of geographically 
distributed computational and storage resources placed 
in various locations, and enables users to share data and 
other resources [17-20]. 
 
3 Classification of Data Replication Strategies 

Generally, replication algorithms are either static or 
dynamic as shown in Fig. 1. In static approaches the 
created replica will exist in the same place till user 
deletes it manually or its duration is expired. The 
disadvantages of the static replication strategies are that 
they cannot adapt to changes in user behavior and they 
are not appropriate for huge amount of data and large 
number of users. Of course static replication methods 
have some advantages like: they do not have the 
overhead of dynamic algorithms and job scheduling is 
done quickly [21, 22]. On the other hand, dynamic 
strategies create and delete replicas according to the 
changes in Grid environments, i.e. users’ file access 
pattern [23-27]. As Data Grids are dynamic 
environments and the requirements of users are variable 
during the time, dynamic replication is more appropriate 
for these systems [28]. But many transfers of huge 
amount of data that are a consequence of dynamic 
algorithm can lead to a strain on the network’s 
resources. So, inessential replication should be avoided. 
A dynamic replication scheme may be implemented 
either in a centralized or in a distributed approach. 
These methods also have some drawbacks such as; the 
overload of central decision center further grows if the 
nodes in a Data Grid enter and leave frequently. In case 
of the decentralized manner, further synchronization is 
involved making the task hard. 
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Fig. 7 Mean job execution time for various replication 
algorithms. 
 

The comparison result is shown in Fig. 7. The 
experiment results show that MDHR has the lowest 
value of mean job execution time in all the experiments 
and all of file access patterns. Obviously, the No 
Replication strategy has the worst performance as all the 
files requested by jobs have to be transferred from 
CERN. In this simulation LRU and LFU have almost 
the same execution time. BHR algorithm improves data 
access time by avoiding network congestions. The 
3LHA performs better than BHR because it considers 
the differences between intra-LAN and inter-LAN 
communication. DHR mean job execution time is faster 
than Modified BHR. MDHR strategy has the best 
performance since it will not delete those file that have a 
high transferring time. One of the important parameters 
that reduce the Grid site’s job execution time is having 
their needed files locally stored on their storage 
element. It replicates files wisely and does not delete 
valuable files which results in preserving the valuable 
replicas. As in Random access patterns comprising 
Random, Unitary random walk and Gaussian random 
walk, a certain set of files is more likely to be requested 
by Grid sites, so a large percentage of requested files 
have been replicated before. Therefore, MDHR strategy 
and also all the other strategies have more improvement 
for random file access patterns. 

Figure 8 displays the mean job time based on 
changing number of jobs for seven algorithms. It is clear 
that as the job number increases, MDHR is able to 
process the jobs in the lowest mean time in comparison 
with other methods. It is similar to a real Grid 
environment where a lot of jobs should be executed. 

Data replication takes time and consumes network 
bandwidth. However, performing no replication has 
been demonstrated to be ineffective compared to even 
the simplest replication strategy. So, a good balance 
must be discovered, where any replication is in the 
interest of reducing future network traffic. Effective 
Network Usage (ENU) is used to estimate the efficiency 
the network resource usage. ENU (Eenu) is given from 
[43]: 

rfa fa
enu

lfa

N N
E

N
+

=           (8) 

where Nrfa is the number of access times that CE reads a 
file from a remote site, Nfa is the total number of file 

replication operation, and Nlfa is the number of times 
that CE reads a file locally. 

The effective network usage ranges from 0 to 1. A 
lower value represents that the network bandwidth is 
used more efficiently. Figure 9 shows the comparison of 
the Effective Network Usage of the seven replication 
strategies for the sequential access pattern. The ENU of 
MDHR is lower about 58% compared to the LRU 
strategy. The main reason is that Grid sites will have 
their needed files present at the time of need, hence the 
total number of replications will decrease and total 
number of local accesses increase. The MDHR is 
optimized to minimize the bandwidth consumption and 
thus decrease the network traffic. 

Figure 10 shows the mean job time of replication 
algorithms for varying inter region bandwidth. When we 
set narrow bandwidth on the inter-region link, our 
strategy outperforms other strategy considerably. 
 

 
Fig. 8 Mean job time based on varying number of jobs. 

 

 
Fig. 9 Effective network usage with sequential access pattern 
generator. 
 

 
Fig. 10 Mean job time with varying bandwidth. 
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8 Conclusion 
Data replication is a key method used to improve the 

performance of data access in distributed systems. In 
this paper, we propose a novel data replication 
algorithm for a three level hierarchical structure with 
limited storage space to improve system performance. 
MDHR replaces replicas based on the last time the 
replica was requested, number of access, and file size of 
replica. Therefore, sites will have their required files 
locally at the time of need and this will decrease 
response time, access latency, bandwidth consumption 
and increase system performance considerably. It also 
improves access latency by selecting the best replica 
when various sites hold replicas. The proposed replica 
selection selects the best replica location from among 
the many replicas based on response time that can be 
determined by considering the data transfer time, the 
storage access latency, the replica requests that waiting 
in the storage queue, the distance between nodes and 
CPU process capability. To evaluate the efficiency of 
our policy, we used the Grid simulator OptorSim that is 
configured to represent a real world Data Grid test bed. 
We compared MDHR to seven of existing algorithms, 
No replication, LRU, LFU, BHR, Modified BHR, 
3LHA and MDHR for different file access patterns. The 
evaluation shows that MDHR outperforms the other 
algorithms and improves Mean Job Time and Effective 
Network Usage under all of the access patterns, 
especially under the different random file access 
patterns. Also, we concluded that MDHR can be 
effectively utilized when hierarchy of bandwidth 
appears apparently. 

In the future, we plan to test our simulation results 
on real Data Grid. We also try to investigate dynamic 
replica maintenance issues such as replica consistency. 
In the longer-term, we would like to consider the set of 
QoS factors taken into account for dynamic replication, 
including both service provider and client-related 
requirements. 
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